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ABSTRACT

Ordinary Least Square (OLS) is a common technique used to estimate parameters in linear regression. Nevertheless, OLS has a weakness when the data contains outliers. This is because outliers can lead to bias in the parameter estimator. As an alternative solution, the Robust Regression method can be employed. This research aims to compare three estimation methods, namely, the M-estimation, S-estimation, and MM-estimation. In this study, data on the open unemployment rate is taken as the independent variable, and the dependent variables include population density per square kilometer, average length of schooling, life expectancy, and the number of poor populations. The effectiveness of a method can be compared by looking at the Adjusted R-Square value. It was found that the S-estimation method is the most effective method for analyzing factors influencing open unemployment rate in West Kalimantan with an Adjusted R-Square value of 86,13%. The Adjusted R-Square values for the M-estimation are 48.50% and for the MM-estimation are 49.76%.
Keywords: regression analysis, robust regression, M-estimation, S-estimation, MM-estimation.

ABSTRAK

Metode Kuadrat Terkecil (MKT) merupakan teknik umum yang digunakan dalam mengestimasi parameter pada regresi linear. Meskipun demikian, MKT memiliki kelemahan ketika data yang digunakan mengandung outlier. Hal ini dikarenakan outlier dapat menyebabkan bias pada penduga parameter. Sebagai solusi alternatif dapat digunakan metode regresi Robust. Penelitian ini bertujuan untuk membandingkan tiga metode estimasi, yaitu estimasi-M, estimasi-S, dan estimasi-MM. Dalam penelitian ini, diambil data tingkat pengangguran terbuka (TPT) sebagai variabel independen dan variabel dependen yang meliputi kepadatan penduduk per km persegi, rata-rata lama sekolah, angka harapan hidup, dan jumlah penduduk miskin. Keefektifan suatu metode dapat dibandingkan dengan melihat nilai Adjusted R-Square. Dari hasil pembahasan, ditemukan bahwa metode estimasi-S merupakan metode estimasi paling efektif untuk menganalisis faktor-faktor yang memengaruhi TPT di Kalimantan Barat dengan nilai Adjusted R-Square terkoreksi sebesar 86,13%. Adapun nilai Adjusted R-Square untuk estimasi-M sebesar 48,50% dan estimasi-MM sebesar 49,76%. 
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PENDAHULUAN

Kondisi ketenagakerjaan di Kalimantan Barat tidak lepas dari masalah pengangguran yang terus-menerus terjadi. Tingkat pengangguran merupakan salah satu parameter penting dalam pengukuran kesejahteraan ekonomi suatu wilayah. Tingkat pengangguran yang tinggi dapat menunjukkan kualitas perekonomian suatu wilayah yang tidak stabil. Tingkat pengangguran terbuka (TPT) juga dapat menggambarkan ketidakmampuan pasokan tenaga kerja untuk digunakan secara penuh dalam kegiatan ekonomi. Berdasarkan data BPS (2022), pada bulan Agustus 2022 tercatat TPT di Kalimantan Barat sebanyak 137.680 orang (5,11%). Jika dibandingkan dengan bulan Agustus 2021 menurun sebesar 0,71 persen poin. Hal ini menunjukkan bahwa TPT di Kalimantan Barat mengalami perbaikan.
Pengangguran merupakan permasalahan kompleks yang tidak lepas dari sejumlah variabel pendukung, seperti kependudukan dan pembangunan manusia. Ketidakrataan sebaran penduduk di pasar kerja dapat menyebabkan persaingan yang lebih ketat (Tantri & Ratnasari, 2016; Nurkhasanah & Mahroji, 2019). Di era globalisasi, tingkat pendidikan yang tinggi diperlukan untuk bersaing dalam skala global. Dengan adanya pendidikan yang berkualitas, tingkat pengangguran dapat menurun (Suaidah & Cahyono, 2013). Tidak hanya itu, Muda et al. (2019) berpendapat suatu daerah dengan tingkat kesejahteraan ekonomi yang baik dapat mendukung angka harapan hidup (AHH) yang tinggi pula. Menurut Suaidah & Cahyono (2013), persaingan di pasar kerja juga tidak lepas dari banyaknya penduduk yang sulit mencari pekerjaan, sedangkan lapangan kerja yang tersedia sendiri terbatas. Hal ini dapat memengaruhi tingkat pengangguran. Tingkat pengangguran yang tinggi juga dapat meningkatnya jumlah masyarakat yang hidup dalam kemiskinan (Zaqiah et al., 2023). Sehingga, untuk menganalisa hubungan faktor yang memengaruhi tingkat pengangguran perlu dilakukan analisis regresi. 
Analisis regresi adalah metode statistik yang digunakan untuk mengukur pengaruh variabel independen terhadap variabel dependen. Parameter dalam persamaan regresi dapat diestimasi dengan menggunakan Metode Kuadrat Terkecil (MKT). Namun demikian, dengan adanya outlier atau nilai ekstrim pada data, penggunaan pendekatan ini untuk mengestimasi parameter dalam persamaan regresi menjadi kurang sesuai. Regresi yang kuat memungkinkan kita untuk secara efektif mengatasi dan mengurangi dampak dari pencilan.  Metode estimasi yang digunakan dalam penelitian ini untuk regresi Robust meliputi estimasi-M, estimasi-S, dan estimasi-MM (Pratitis & Listyani, 2016).

METODOLOGI

Situs web resmi Badan Pusat Statistik (BPS) Provinsi Kalimantan Barat menyediakan sumber sekunder yang digunakan dalam penelitian ini secara tidak langsung. Data tersebut dikumpulkan pada tahun 2022. Dalam penelitian ini, variabel dependennya adalah Tingkat Pengangguran Terbuka (TPT), Angka Harapan Hidup (AHH), Rata-rata Lama Sekolah (RLS), jumlah penduduk miskin dalam ribuan, dan kepadatan penduduk per kilometer persegi adalah faktor independen lainnya.
Analisis Regresi Linear
Nilai variabel dependen dapat diprediksi dengan menggunakan salah satu atau lebih variabel independen; metode kuadrat terkecil atau MKT adalah metode yang umum digunakan untuk mengestimasi parameter model regresi linier. Metode ini menggunakan rumus matematika yang dikenal sebagai persamaan regresi. Secara umum, persamaan regresi linier digambarkan sebagai berikut (Azizah & Henny, 2019):

Tujuan utama dalam analisis regresi linear dengan metode MKT adalah untuk memperkirakan nilai koefisien yang memberikan persamaan regresi terbaik yang sesuai dengan data, yaitu persamaan yang meminimalkan jumlah kuadrat kesalahan. Estimasi koefisien  yang sesuai dengan data dihitung dengan mengoptimalkan fungsi least squares. Adapun rumus untuk mengestimasi koefisien  dalam metode MKT adalah (Azizah & Henny, 2019):

Di mana,  adalah nilai dugaan bagi koefisien regresi, adalah matriks desain yang berisi variabel independen,  adalah vektor variabel dependen, dan adalah invers matriks 

Pendeteksian Outlier
Menurut Montgomery dan Peck (1992), outlier dapat diartikan sebagai suatu observasi yang sangat ekstrem, dengan nilai galat yang lebih besar dibandingkan yang lainnya dan mungkin berada di 3 atau 4 devisi standar dari rata-ratanya. Pendeteksian outlier bisa dilakukan dengan menggunakan uji DFFITS, DFBETAS, Cook’s Distance dan R-Student (Rahman & Widodo, 2018).  
DFFITS digunakan untuk menilai sejauh mana penelitian ke- memengaruhi model regresi yang ditinjau dari nilai taksir. Berikut rumus untuk menghitung besarnya nilai DFFITS (Indra et al., 2013):



Jika observasi ke-i memiliki nilai , maka observasi tersebut dianggap berdampak pada nilai fits..
DFFBETAS digunakan untuk menilai dampak suatu observasi ke- terhadap koefisien ke-. Berikut rumus untuk menghitung besarnya nilai DFBETAS (Indra et al., 2013):



Di mana  adalah baris ke- dari R untuk . Observasi ke-i dianggap memengaruhi koefisien ke-j jika observasi tersebut memiliki nilai .
Cook’s Distance  Dampak observasi ke-i pada semua koefisien regresi yang dihitung dikuantifikasi dengan menggunakan ukuran ini. Berikut rumus untuk menghitung besarnya nilai Cook’s Distance (Indra et al., 2013):

Di mana  adalah vektor koefisien penduga regresi dan  adalah vektor koefisien penduga regresi tanpa observasi ke-. Observasi ke-i dianggap menyebabkan perubahan pada model regresi jika observasi tersebut memiliki nilai .
Pada R-Student  dapat digunakan nilai rata-rata () dan standar deviasi atau simpangan baku () untuk mendeteksi outlier. Berikut rumus untuk menghitung besarnya nilai R-Student (Jagostat.com, 2020):

Di mana merupakan data ke-. Suatu data dikatakan memiliki outlier apabila 
Regresi Robust
Jika distribusi galat tidak normal dan/atau terdapat outlier dalam model, Regresi Robust menjadi pilihan metode yang tepat. Dalam menganalisis data yang terpengaruh oleh outlier, metode menjadi sangat penting untuk memastikan diperoleh model yang kuat dan tahan terhadap outlier (Yuliana Susanti, et al., 2013). Dalam regresi Robust, terdapat beberapa metode estimasi yang umum digunakan. Namun, dalam penelitian ini, peneliti akan menganalisis data dengan estimasi-M, estimasi-S, dan estimasi-MM. 

Estimasi-M
Metode regresi Robust yang sering digunakan adalah estimasi-M. Metode ini menggunakan fungsi Huber sebagai berikut:

Berikut adalah prosedur pendugaan regresi Robust estimasi-M (Siswanto et al., 2017):
1. Hitung penduga , dinotasikan b menggunakan MKT, diperoleh  dan  yang dianggap sebagai nilai utama ( adalah hasil eksperimen).
2. Hitung , dan pembobot awal . Nilai  dihitung sesuai fungsi Huber, dan .
3. Susun matriks pembobot (matriks diagonal) dengan elemen  ; …;  dinamai .
4. Hitung penduga koefisien regresi .
5. Dengan menggunakan   dihitung pula:
 atau 
6. Ulangilah langkah 2 sampai langkah 5 sampai didapatkan  konvergen.

Estimasi-S
Estimasi-S didefinisikan sebagai berikut (Rahman & Widodo, 2018):

Dengan menggunakan nilai penduga skala Robust ( yang minimum, sehingga memenuhi:

dengan:


Berikut adalah prosedur pendugaan regresi Robust estimasi-S:
1. Estimasikan koefisien regresi menggunakan MKT.
2. Hitung nilai residu .
3. Hitung nilai estimasi skala Robust  .

4. Hitung nilai .
5. Hitung nilai fungsi pembobot .

6. Menduga nilai  menggunakan metode IRLS.
7. Ulangilah langkah 2 sampai langkah 6 sampai menghasilkan nilai  yang konvergen.

Estimasi-MM
Yohai pertama kali mengusulkan metode estimasi MM untuk Regresi Robust pada tahun 1987. Metode ini menggabungkan breakdown point yang tinggi (50 persen) dengan tingkat efisiensi yang tinggi (95 persen). Estimasi-MM adalah seperti berikut (Rahman & Widodo, 2018):

Berikut adalah prosedur pendugaan regresi Robust estimasi-MM:
1. Menduga faktor regresi menggunakan MKT.
2. Menduga faktor regresi Robust dengan high breakdown point, maka didapatkan residual .
3. Hitung nilai   menggunakan nilai  pada langkah kedua, kemudian dihitung juga bobot awal .
4. Hitung koefisien regresi menggunakan nilai  dan  dari langkah sebelumnya, yang digunakan pada iterasi pertama dengan metode WLS (Weighted Least Square).

Pembobot Bisquare Hubey dan Tukey dengan .
5. Hitung bobot baru dengan residual dari iterasi awal pada diatas.
6. Ulangilah langkah 3, 4, dan 5 sampai  konvergen, yaitu selisih nilai  dengan  mendekati 0, dengan m adalah banyaknya iterasi.


HASIL DAN PEMBAHASAN 
[bookmark: _Hlk150370501]Penelitian ini mengkaji variabel yang berdampak pada TPT di Kalimantan Barat pada tahun 2022. Variabel-variabel yang menjadi fokus dalam analisis ini melibatkan: 
Tabel 1. Daftar Variabel
	Simbol
	Nama Variabel

	(1)
	(2)

	
	TPT

	
	Kepadatan penduduk per km persegi (km2)

	
	RLS

	
	AHH

	
	Jumlah penduduk miskin (ribu)


Analisis ini dilakukan dengan software RStudio, SPSS, dan juga EViews. Berikut hasil estimasi parameter dengan MKT:
Tabel 2. Estimasi Parameter Metode Kuadrat Terkecil
	Coefficients
	Estimate
	p-value

	(1)
	(2)
	(3)

	(Intercept)
	63,1805190
	0,0610*

	
	-0,0007781
	0,4114*

	
	3,9352908
	0,0452*

	
	-1,2082113
	0,0338*

	
	-0,0197682
	0,6862*

	
Adjusted R-Squared: 0,476
F-statistic: 3,953, p-value 0,04033.


[bookmark: _Hlk150380172]
Estimasi parameter MKT adalah  dapat dilihat pada Tabel 2. Bahwa variabel independen dan variabel dependen memiliki pengaruh yang signifikan secara bersama-sama, seperti yang ditunjukkan oleh nilai p-value pada uji F yang 0,04033 lebih rendah dari  =0,05. Untuk setiap variabel independen, nilai p-value pada uji t adalah . Nilai p-value uji t untuk variabel  dan  lebih kecil dari =0,05, menunjukkan bahwa RLS dan AHH mempengaruhi TPT. Namun, untuk variabel  dan , nilai p-value uji t > =0,05, menunjukkan bahwa kepadatan penduduk maupun jumlah penduduk miskin tidak berpengaruh signifikan terhadap TPT. Oleh sebab itu, dilakukan estimasi tanpa memperhitungkan variabel kepadatan penduduk dan jumlah penduduk miskin, dan hasilnya sebagai berikut.

Tabel 3. Estimasi Parameter Metode Kuadrat Terkecil
	Coefficients
	Estimate
	p-value

	(1)
	(2)
	(3)

	(Intercept)
	58,7254
	0,05613**

	
	2,5664
	0,00189**

	
	-1,0173
	0,03071**

	
Adjusted R-Squared: 0,5313
F-statistic: 8,369, p-value: 0,006177



Pada Tabel 3 disajikan nilai estimasi parameter MKT, yaitu . Uji F menunjukkan pengaruh yang signifikan dari variabel independen terhadap variabel dependen, dengan nilai p-value 0,006177 lebih rendah dari  =0,05. Variabel independen dapat memengaruhi 53,13% variasi variabel dependen, menurut Adjusted R-Square sebesar 0,5313. Faktor-faktor lain memengaruhi 46,87% dari total variasi variabel dependen. Jumlah standar kesalahan adalah 1,925. Dengan nilai p-value yang lebih rendah dari  =0,05 untuk masing-masing variabel independen, RLS dan AHH memiliki pengaruh yang signifikan terhadap TPT.

Uji Asumsi Klasik

Uji Normalitas Residual
Uji Shapiro-Wilk digunakan untuk memeriksa normalitas dan menunjukkan nilai signifikansi (p-value) sebesar . Oleh karena itu, residualnya dianggap memiliki distribusi normal.

Uji Homokedastisitas
Uji homokedastisitas menghasilkan nilai signifikansi (p-value) sebesar  saat menggunakan uji Breusch-Pagan. Jadi, tidak ada heteroskedastisitas dan asumsi kehomogenan variansi residualnya terpenuhi.

Uji Autokorelasi
Untuk menguji autokorelasi, uji Durbin-Watson digunakan. Nilai signifikansi (p-value) diperoleh sebesar 0,3049>0,05=, jadi tidak ada autokorelasi pada model regresi.

Uji Multikolinearitas
Multikolinearitas dilakukan dengan memeriksa nilai Variance Inflation Factor (VIF). Berdasarkan hasil output RStudio, diperoleh hasil uji multikolinearitas sebagai berikut:

Tabel 4. Nilai VIF
	Variabel Independen
	VIF

	(1)
	(2)

	 (RLS)
	

	 (AHH)
	



Pada Tabel 4, diperoleh masing-masing nilai VIF. Sehingga, dapat ditarik kesimpulan bahwa multikolinearitas antar variabel independen tidak ada. 

Pendeteksian Outlier
[bookmark: _Hlk150549324][bookmark: _Hlk150548839][bookmark: _Hlk150549905][bookmark: _Hlk150551498]Untuk setiap observasi, akan digunakan DFBETAS, DFFITS, Cook's Distance, dan R-Student untuk mendeteksi outlier. Pada kasus ini, dengan ukuran sampel (n) = 14 serta jumlah variabel (p) = 3. Maka, jika nilai observasi dianggap sebagai outlier. , , , dan .”
Tabel 5. Terindikasi sebagai Outlier dengan SPSS
	
	
	
	
	
	
	

	(1)
	(2)
	(2)
	(3)
	(4)
	(5)
	(6)

	1
	-0,54511
	-0,40854
	0,57799
	0,66716
	0,91431
	0,15061

	3
	-0,70857
	0,09777
	0,63797
	-0,87741
	-1,05330
	0,25409

	5
	-0,11695
	-2,27613
	0,45845
	-2,51460
	-1,11868
	2,06064


	
Berdasarkan Tabel 5, diperoleh data yang terindikasi sebagai outlier yakni data ke-1, 3, dan 5. Sehingga, MKT tidak cukup digunakan untuk melihat pengaruh dari variabel independen. 
Untuk menyelesaikan masalah ini, terdapat beberapa estimasi yang dapat digunakan, yaitu estimasi-M, estimasi-S, dan estimasi-MM. Evaluasi perbandingan antara ketiga metode ini akan dilakukan guna menentukan metode estimasi yang paling sesuai dan paling efisien.

Estimasi-M
Tabel berikut menunjukkan hasil estimasi parameter dengan regresi Robust estimasi-M:

Tabel 6. Estimasi Parameter Estimasi-M dengan R Studio
	Coefficients
	Estimate
	t-value

	(1)
	(2)
	(3)

	(Intercept)
	58,3857
	1,9834

	
	2,5703
	3,7970

	
	-1,0133
	-2,3063



Tabel 7. Hasil Robust Statistics dengan Eviews
	Robust Statistics

	R-square
	0,564247
	Adjusted R-Square
	0,485020



Menurut Tabel 6, model regresi estimasi-M ditemukan dengan nilai . Nilai , dan nilai thitung untuk masing-masing variabel independen adalah X2=3,7970 dan X3 =-2,3063. Karena nilai  untuk masing-masing variabel independen lebih kecil daripada nilai , maka dapat disimpulkan bahwa variabel independen tidak memiliki pengaruh yang signifikan terhadap variabel dependen secara parsial

Estimasi-S
Hasil estimasi parameter dengan regresi Robust estimasi-S dapat dilihat pada tabel berikut ini:
Tabel 8. Estimasi Parameter Estimasi-S dengan RStudio
	Coefficients
	Estimate
	p-value

	(1)
	(2)
	(3)

	(Intercept)
	54,4026
	0,043045***

	
	2,5664
	0,000401***

	
	-0,9713
	0,019931***

	
Adjusted R-Square: 0,8613



Berdasarkan Tabel 8, diperoleh model regresi Robust estimasi-S, yaitu . Nilai p-value pada uji t untuk masing-masing variabel independen adalah  dan , sehingga dapat disimpulkan bahwa AHH dan RLS memiliki pengaruh yang signifikan terhadap TPT. Nilai p-value untuk kedua variabel ini lebih kecil dari  =0,05.

Estimasi-MM
Tabel berikut menunjukkan hasil estimasi parameter dengan estimasi-MM:

Tabel 9. Estimasi Parameter Estimasi-MM dengan RStudio
	Coefficients
	Estimate
	p-value

	(1)
	(2)
	(3)

	(Intercept)
	57,7897
	0,01035***

	
	2,5503
	1,86e-05***

	
	-1,0035
	0,00372***

	
Adjusted R-Square: 0,4976



Berdasarkan Tabel 9, diperoleh model regresi estimasi Robust-MM, yang menunjukkan bahwa . Dalam uji t, masing-masing variabel independen memiliki nilai p-value  dan . Ini menunjukkan bahwa AHH dan RLS memiliki pengaruh yang signifikan terhadap TPT, karena nilai p-value kedua variabel tersebut lebih kecil dari
 =0,05.

Pemilihan Metode Estimasi Terbaik
Setelah model regresi untuk setiap metode estimasi dipahami, tugas selanjutnya adalah membandingkan nilai Adjusted R-Square dari ketiga metode estimasi. Melalui proses perbandingan tersebut, kita dapat menentukan strategi yang paling optimal untuk setiap model berdasarkan temuan yang diperoleh.

Tabel 10. Perbandingan Nilai Adjusted R-Square
	Estimasi
	Adjusted R-Square

	(1)
	(2)

	M
	0,4850

	S
	0,8613

	MM
	0,4976



Dalam penelitian ini, nilai Adjusted R-Square digunakan sebagai nilai pembanding untuk memilih metode estimasi mana yang paling baik. Menurut Tabel 10, nilai Adjusted R-Square untuk estimasi-S lebih besar daripada estimasi-M dan estimasi-MM. Oleh karena itu, metode estimasi terbaik untuk mengestimasi parameter regresi TPT di Kalimantan Barat pada tahun 2022 adalah estimasi-S.

KESIMPULAN DAN SARAN

Kesimpulan
Dari empat variabel independen yang diperiksa menggunakan MKT, hanya dua variabel independen yang menunjukkan signifikansi statistik dalam kaitannya dengan variabel dependen. Selanjutnya, variabel yang mewakili AHH dan RLS dimasukkan ke dalam analisis regresi Robust. Hasil analisis menunjukkan bahwa analisis regresi Robust mengungguli MKT dalam mengestimasi koefisien regresi pada data yang mengandung outlier. Estimasi parameter yang dilakukan menggunakan MKT menghasilkan nilai Adjusted R-Square sebesar 0,5313, yang setara dengan 53,13%, dan estimasi-S adalah metode yang terbaik untuk mengestimasi koefisien regresi pada data yang mengandung outlier. Nilai Adjusted R-Square sebesar 0,8613, yang setara dengan 86,13%. Model persamaan dapat dinyatakan sebagai: Ŷ = 54,4026 + 2,5664X2 - 0,9713X3. TPT akan mengalami kenaikan sebesar 2,5664 persen untuk setiap kenaikan 1 persen rata-rata jumlah sekolah, dan kenaikan 1 persen AHH akan menyebabkan penurunan TPT sebesar 0,9713 persen.

Saran
Dalam penelitian ini, hanya digunakan beberapa variabel yang dianggap memengaruhi TPT di setiap kabupaten/kota. Agar mendapatkan hasil yang lebih kompleks dalam mengidentifikasi faktor-faktor yang memengaruhi TPT di Kalimantan Barat, disarankan untuk menggunakan lebih banyak variabel lain dalam penelitian mendatang.
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