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ABSTRACT 

 

One metric used to determine the percentage of the labor force in a population is the Labor Force 

Participation Rate (LFPR). The degree of economic activity engagement among working-age 

individuals, including those who are employed and those seeking employment, is depicted in this figure. 

A wide range of factors, including government policies across several sectors, education, and economic 

conditions, influence LFPR. This study aims to investigate the effects of a number of factors, including 

the Total Population, the Human Development (HDI), and the Regency/City Minimum Wage (MSW), 

on the Labor Force Participation Rate (LFPR), specifically in the regency/city of Kalimantan Barat 

Province between 2018 and 2023. The Generalized Method of Moment Arellano-Bond is the 

methodology employed in this research. The GMM Arellano-Bond Method was selected due to its 

capacity to resolve endogeneity issues. According to the estimation results, the Labor Force 

Participation Rate (LFPR) is significantly impacted by the Human Development Index (HDI), while 

Total Population, or Minimum Wage have no significant on LFPR. Kalimantan Barat has a diverse 

proportion of working-age population so that it does not describe all individuals in the population who 

are classified as working age willing to enter the labor market, and the minimum wage also has no effect 

on LFPR because Kalimantan Barat has an economy that is still dominated by the informal sector such 

as agriculture, where informal workers are not bound by wage regulations. 

Keywords: LFPR, Dynamic Panel Data Regression, GMM-Arellano-Bond 

 

INTRODUCTION 

 

Indonesia is one of the largest archipelagic countries in the world with a total of 17,000 islands 

distributed in each region and rich in diversity. Currently, Indonesia is divided into 38 provinces 

grouped into three main regions, namely the western, central and eastern regions (Aini et al., 2022). 

One of the provinces located in the western region is Kalimantan Barat Province, which includes 14 

regencies/cities. As part of a province in Indonesia, where the country is still included in the category 

of developing countries, Kalimantan Barat certainly faces various types of challenges, including those 

related to the economy and labor issues. Seen from the economic perspective, Kalimantan Barat faces 

poverty and unemployment rate that is still quite high. 

One of the main issues related to the employment context in Kalimantan Barat Province is the 

Labor Force Participation Rate (LFPR). LFPR is a condition that represents the proportion of the 

workforce in a certain group expressed as a percentage of the population in that age group (Mulyadi, 

2003). The Labor Force Participation Rate is a benchmark that shows how large a percentage of the 

working-age population is actively involved in economic activities, both as workers and job seekers 

(Aini et al., 2022) (Sari & Susanti, 2018). LFPR is an important reference in analyzing labor market 
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changes and economic growth in a region. The more Labor Force Participation increases, the more 

people participate in economic activities that can contribute and help reduce poverty and unemployment 

in the region. 

According to data from BPS-Statistics Kalimantan Barat Province, from year to year, the LFPR 

in each Regency/City of Kalimantan Barat Province fluctuates. The LFPR in Kalimantan Barat Province 

in 2023 was recorded at 69.42%, an increase of 0.45% from the previous year. The figure ranks 19th 

among provincial LFPRs in Indonesia from highest to lowest. To increase labor force participation, the 

Human Development Index (HDI) has a very important role, HDI describes the quality of life of the 

population through three main aspects: health, education, and decent living standard. When people have 

better opportunities for education and health services, they are more prepared to participate in the labor 

market (Siswati & Hermawati, 2018). 

Rapid population growth without being matched by sufficient job creation can lead to high 

unemployment rates because the number of job opportunities available is smaller than the total 

population (Aini et al., 2022). Population can be interpreted as an individual who acts as an individual, 

part of a family, community, resident, and a group that lives somewhere in a country area and a certain 

time (Hardiani et al., 2020). Based on data from BPS-Statistics Kalimantan Barat Province, the total 

population in Kalimantan Barat in 2023 was recorded at 5.623.328 people, where this number showed 

an increase compared to the previous year. This population increase indicates demographic growth that 

needs to be responded with the right strategy to create jobs. 

Wages are classified as one of the factors of concern for the labor force when determining the 

choice to join the employment sector. Regions with high wages are usually the top priority for the labor 

force in determining where they work (Sri Rahmany, 2018). Therefore, it is very important for local 

governments to ensure that the wages set are based on applicable standards and are able to attract labor. 

Various previous studies related to this research, such as in research by Ramadhan and Setyowati 

(2023) which explains that the HDI and minimum wage variables have a notable positive influence on 

LFPR. Then for the economic growth variable shows insignificant results on LFPR. Another study 

conducted by Dika Pramana and Muhammad Dandy (2023) explains that the HDI and GRDP variables 

are not significant to LFPR. However, the wage variable exerts a notable positive influence on LFPR. 

Research by Wisna Sarsi, Tri Sukirno Putro, and Lapeti Sari (2014) which explains the level of wages 

has a negative and significant effect on the Labor Force Participation Rate (LFPR). This study aims to 

analyze the effect of the Human Development Index (HDI), Population, and Regency/City Minimum 

Wage (MSW) on the Labor Force Participation Rate (LFPR) in the Regency/City of Kalimantan Barat 

Province during the period 2018-2023 using dynamic panel data regression through the Generalized 

Method of Moment (GMM) Arellano-Bond approach. This study is expected to provide a deeper 

understanding of the factors that influence labor force participation and provide useful guidelines for 

the development of economic and employment policies in the area. In addition, the findings of this 

research are anticipated to serve as a reference for future studies and contribute to related parties in 

formulating effective strategies to increase LFPR in Kalimantan Barat. 

 

METHODOLOGY 

 

Panel Data Regression  

Panel data regression is a statistical analysis method that combines two types of data, namely 

time series data and cross section data. Time series data includes information obtained from one or more 

units observed over a period of time, while cross section data provides an overview of information 

obtained from various components at a point in time (Alamsyah et al., 2022). Integrating these two 

types of data allows panel data regression to provide an opportunity for researchers to obtain a more 

comprehensive view of the dynamics that occur in a phenomenon, both in the context of time and 
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between units, besides that it can also produce more informative, more diverse data and reduce the 

strong linear relationship between variables. Panel data regression also provides greater degrees of 

freedom and increases the efficiency of analysis (Ghozali, 2018). One of the benefits of using panel 

data is that it can reduce the occurrence of collinearity problems between variables. Collinearity is a 

problem that often occurs when performing regression analysis when there is a relationship between 

two or more independent variables, resulting in unstable or inaccurate coefficients, panel data regression 

also provides greater degrees of freedom and increases analysis efficiency (Ghozali, 2018). In general, 

the equation is as follows (Wicaksono et al., 2023): 

 

yi,t = αi,t + x′i,tβ + ui,t          (1) 

 

Where: 

𝑦𝑖,𝑡 : Observation Score 

𝑥′𝑖,𝑡 : Vector of independent variables 

𝛽 : Coefficient vector of independent variable 

𝑢𝑖,𝑡 : Panel regression error 

 

Dynamic Panel Data Regression  

Dynamic panel regression is a regression analysis technique created to address the problem of 

variable changes in a system that evolves over time. The dynamic panel approach combines elements 

of time series and cross section data with the addition of the lag of the dependent variable as one of the 

independent variables in the model. That is to say, in dynamic panel data regression, the dependent 

variable at any given time is not only determined by the independent variables at the same time, but 

also depends on the value of the dependent variable in the previous period. This allows the model to 

capture time-linked effects that often occur in economic and social phenomena. In this context, dynamic 

means that changes in a variable cannot be understood through the direct influence of the independent 

variables in the same period, but also through the influence arising from the past conditions of the 

variable. For example, in the context of analyzing the Labor Force Participation Rate in a certain period, 

it may be influenced by labor market conditions in the previous period, as well as economic or social 

policies implemented in the previous period. The existence of a lag of the dependent variable among 

the independent variables characterizes this dynamic panel model that distinguishes it from the ordinary 

regression model or static panel data model. In the dynamic model, the value of the dependent variable 

is considered an important factor that affects the value of the variable in the period being analyzed. In 

general, the equation is as follows (Yuniar & Kusrini, 2021) : 

 

yi,t = δyi,t−1 + x′i,tβ + ui,t             (2)                                                                                                              

 

Where: 

𝑦𝑖,𝑡
    : The i-th observation in period t 

𝑦𝑖,𝑡−1    : The lag value of a dependent variable at the previous time 

𝑥′𝑖,𝑡       : Vector variable independents 

𝛽         : Independent variable coefficient vector  

𝑢𝑖,𝑡     : Panel regression error  

i         : Observation unit (1,2,..., n) 
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t          : Unit period (1,2…,T) 

If  𝑦𝑖,𝑡  is a function of 𝑢𝑖,𝑡  then 𝑦𝑖,𝑡−1 is also a function of u, so the regressor on the right-hand side 

has a correlation or relationship with u. In static panel data models used in OLS, in dynamic panel 

equations this can lead to biased estimates. In the static panel data model used in OLS, in the dynamic 

panel equation this can cause the estimation to be biased and inconsistent. 

 

Autoregressive Model 

The dynamic autoregressive model is an approach in regression analysis that incorporates an 

autoregressive component, where the lag value of the dependent variable appears as an independent 

variable on the right side of the equation. The equation for the autoregressive dynamic model can be 

expressed as follows (Setyorini, 2017): 

 

Yt= β0 + β1 X1t+ β2 X2t + … + βk Xkt + δ1 yt−1 + εt (3) 

 

Where:   

𝑌𝑡        : The t-th period of the dependent variable 

𝑌𝑡−1  : The lagged dependent variable 

𝑥𝑖,𝑡 : The i-th independent variable of period t 

𝜀𝑡 : Error 

K       : Number of dependent variables 

𝛿        : The delayed coefficient of the dependent variable 

 

In this model, there is a correlation between 𝑥𝑘   and u (error) because the covariance between𝑥𝑘  and u is not 

zero. As a result, the estimate of β coefficient using OLS method will be distorted and inaccurate. In solving 

this problem, the instrument variable approach is used, which aims to find instruments that have no 

relationship with the error, but are related to the explaining endogenous variables. Instrument variables must 

fulfill the following criteria in order to be considered valid for 𝑥𝑘  : 

a. Instrument variable not related to u. 

b. Instrument variables relate to endogenous variables that are explanatory. 

 

Generalized Method of Moment 

The Generalized Method of Moment (GMM) estimation method, also known as First Difference 

GMM (FD-GMM), is one of the approaches in econometric analysis used to obtain unbiased, consistent 

and effective regression model parameter estimates, especially when the model being analyzed involves 

dynamic panel data (Putriyanti, 2018). One primary advantage offered by the GMM approach is its 

ability to overcome the endogeneity problem in the model, which is when the independent variable has 

a correlation involving the disturbance term within the regression equation. In some cases, this 

endogeneity can lead to inconsistent and biased estimates when using estimation methods such as 

Ordinary Least Squares (OLS). 

In the context of dynamic panel models, GMM is often used to overcome problems that arise due 

to the presence of lag dependent variables that can cause endogeneity problems. One of the most 

commonly used approaches in GMM in dynamic panel models is the Arellano-Bond GMM. This 

approach relies on the first difference of the model to eliminate unobserved fixed effects, and uses 

instruments that are lags of the dependent and independent variables. The results of the Arellano-Bond 

GMM estimation with a one-step approach can be expressed in the form of the following equation 

(Suprayogi, 2023): 
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(
𝛿

𝛽
) =  [(𝑁−1 ∑(∆𝑦𝑖𝑡−1′∆𝑥𝑖)′𝑍𝑖

𝑁

𝑖=1

) 𝑤 (𝑁−1 ∑(∆𝑦𝑖𝑡−1′∆𝑥𝑖)

𝑁

𝑖=1

)]

−1

 

(4) 

[(𝑁−1 ∑(∆𝑦𝑖𝑡−1′∆𝑥𝑖)′𝑍𝑖

𝑁

𝑖=1

) 𝑤 (𝑁−1 ∑ 𝑍𝑖′∆𝑦𝑖

𝑁

𝑖=1

)] 

 

 

Where:  

𝑍𝑖   : The right instrument matrix 

W : The estimation is undistorted and consistent for 𝑾(𝐿×𝐿) with L as the total instrument variables. 

A consistent two-step estimate for the value of 𝑾 is an unbiased and consistent estimate of the 

matrix, 𝑾(𝐿×𝐿) where L is the total instrument variables used in the equation. The weights can be 

expressed through the resulting estimate of the value of  ∆−1  which is written in the form of the following 

equation: 

 

(
𝛿

𝛽
) =  [(𝑁−1 ∑(∆𝑦𝑖𝑡−1′∆𝑥𝑖)′𝑍𝑖

𝑁

𝑖=1

) ∆−1 (𝑁−1 ∑(∆𝑦𝑖𝑡−1′∆𝑥𝑖)

𝑁

𝑖=1

)]

−1

 

 
  

                              [(𝑁−1 ∑(∆𝑦𝑖𝑡−1′∆𝑥𝑖)′𝑍𝑖

𝑁

𝑖=1

) ∆−1 (𝑁−1 ∑ 𝑍𝑖′∆𝑦𝑖

𝑁

𝑖=1

)] 

 

 

(5) 

Parameter Significance Test 

Parameter significance testing aims to identify any meaningful relationship between the 

independent variable and the dependent variable. Significance testing is important to determine whether 

the variables included in the model have an influence on the dependent variable. One of the common 

methods used to test the significance of parameters in the model is the Wald test. The Wald test is 

conducted to determine how significant the independent and dependent variables are simultaneously 

(Angelika et al., n.d.). Wald test hypothesis: 

 

H0: 𝛽1 = 𝛽2 = ⋯ =  𝛽𝑝 = 0 (No coefficient in the model is statistically significant) 

H1: There is at least one 𝛽𝑗 ≠ 0, j=1,2,...,p (The model contains at least one statistically significant 

coefficient) 
 

For the Wald test equation as follows (Febrianti & Setiawan, 2022): 

 

𝑤 = 𝛽Ṽ
−1

𝛽~𝑋2(𝐾) (6) 

Where: 

𝑉̃−1 : The inverse matrix of the covariance matrix 

 K     : The quantity of independent variables 
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The decision is that H0 is rejected if the test value of w exceeds the value of the Chi-square table (χ
2
) 

or p-value < α. 

 

Model Specification Test 

a. Arellano Bond Test  

The Arellano-Bond test is one of the test methods in the context of dynamic panels used to test 

the consistency of estimates generated through the Generalized Method of Moments (GMM) process.  

This test is designed to test for autocorrelation in the residuals of the model under consideration, 

particularly in the first difference residuals of panel data. The Arellano-Bond test focuses on identifying 

errors in the model that have a structured pattern over time that affects the validity and consistency of 

parameter estimates. Autocorrelation in residuals is a problem that often arises in the analysis of time 

series data or panel data. Autocorrelation occurs when residuals in a certain period are related to 

residuals in the previous period. The occurrence of autocorrelation in the model indicates that the model 

used cannot fully explain the dynamics that occur in the data, resulting in biased or inconsistent 

parameter estimates. Therefore, it is important to test for the presence of autocorrelation in the residuals 

to ensure that the estimates are valid and reliable. The hypothesis for the Arellano and Bond test is as 

follows (Nabilah & Setiawan, 2016): 

 

𝐻0: The i-th order first difference residuals do not exhibit autocorrelation 

𝐻1: The i-th order first difference residuals show autocorrelation 

 

Arellano-Bond Test Steps: 

1. Calculating residuals  

2. Make the first difference  

3. Testing for autocorrelation 

• First-order autocorrelation tests whether the difference in period t is related to the difference 

in period t-1. 

• Second-order autocorrelation tests whether the difference in period t is related to the 

difference in period t-2 and beyond. 

4. Using test statistics: the test statistic for Arellano-Bond is a statistic that follows the chi-square 

distribution which is compared to the critical value of the chi-square distribution at the specified 

significance level. 

 

The Arellano-Bond test equation is as follows: 

𝑚(2) =  
∆Ṽ′𝑖,𝑡−2∆Ṽ∗

(∆Ṽ)
1

2

~𝑁(0,1)     (7) 

 

Where: 

∆Ṽ′𝑖,𝑡−2  : Second lag error vector at the 𝑞 = ∑ 𝑇𝑖
𝑛
𝑖=1 - 4 

∆Ṽ ∗    : The error vector that is cut by placing ∆Ṽ′𝑖,𝑡−2:  which has a size of 𝑞 × 1 
 
Decision making : 
H0 is rejected if 𝑍ℎ𝑖𝑡𝑢𝑛𝑔 > 𝑍𝑡𝑎𝑏𝑒𝑙  indicating the accuracy of the GMM is characterized by the 
statistical magnitude being insignificant (failing to rejectH0) at m(2). 
 
b. Sargan Test 

The Sargan test is one of the tests used in econometric analysis, especially in estimation models 

that include the Generalized Method of Moment (GMM) approach. It is designed to test the validity of 
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the instruments used in the model, especially when the number of instrument variables exceeds the 

number of estimated parameters. This situation is known as overidentifying restriction. In this context, 

the sargan test aims to evaluate whether the instruments used actually fulfill the assumptions necessary 

to produce consistent estimates. An invalid instrument can lead to biased estimates, even though the 

method used (such as GMM) should produce consistent estimates. Therefore, the sargan test acts as a 

diagnostic tool to ensure that the instruments used do not violate the basic assumptions in the instrument 

model that affect the quality of the estimation results. The hypothesis for the sargan test is: 

 

H0: The instrumental variable conditions in the tested estimation model are appropriate 

H1: The condition of the instrumental variables in the tested estimation model is not correct 

 

𝑆 =  Ṽ′𝑍(∑ 𝑍′
𝑖Ṽ𝑖Ṽ′

𝑖𝑍𝑖
𝑁
𝑖=1 )

−1
𝑍′Ṽ~𝑋𝐿−(𝑘+1)

2   (8) 

 

The decision taken is to reject H0 if the magnitude of the test statistic S exceeds the value in the Chi-

square table (χ
2
) or if p-value is not more than α. 

The analysis steps that will be applied in this study are as follows: 

1. Perform parameter estimation using GMM Arellano-Bond estimation; 

2. Performing model specification test using Arellano-Bond test; 

3. Performing the Sargan test; 

4. Performing the Wald test; 

5. Performing interpretation on the model; and 

6. Make conclusions based on the results of the analysis. 

 

RESULTS AND DISCUSSION 

 

 

Figure 1: Labor Force Participation Rate (LFPR) of Kalimantan Barat Province 2018-2023 

Source: Processed from BPS-Statistics Kalimantan Barat Province, 2024 

 

Descriptive Data 

This study uses data in quantitative form with a dynamic panel data approach applied to evaluate 

the factors that affect the LFPR in the regency/city of Kalimantan Barat Province during the period 

2018 - 2023. Data is obtained from two sources, namely the BPS-Statistics Kalimantan Barat Province 

and the Kalimantan Barat Manpower and Transmigration Office. BPS provides data related to 

demographics, economy and employment while the Manpower and Transmigration Office provides 

information related to minimum wages, employment policies and various programs aimed at supporting 
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increased labor force participation. The observation unit used is the regency/city of Kalimantan Barat 

Province and the year used starts from the period 2018 to 2023. 

The Labor Force Participation Rate (LFPR) in Kalimantan Barat in 2023 was recorded at 69.42%, 

which increased by 0.45% compared to the previous year. Although this figure shows an increase, 

Kalimantan Barat's position is still 19th among all provinces in Indonesia, based on a comparison of the 

highest to the lowest LFPR. In detail, the LFPR in districts/cities in Kalimantan Barat shows significant 

variations. Some districts, such as Sintang, have a high LFPR among other regions. The LFPR in 

Sintang district in 2023 is 74.12%. When compared to the LFPR of the Kalimantan region, in 2023 the 

region with the highest LFPR is North Kalimantan with a LFPR of 74.26%. Although the LFPR in 

Kalimantan Barat shows an increasing trend, there are still challenges in increasing labor force 

participation, especially in areas dominated by the informal sector. Local governments need to focus on 

policies that can reduce this gap by encouraging the development of economic sectors capable of 

creating more jobs. 

 

Table 1. Research variables 

Symbol Variable Unit 

(1) (2) (3) 

Y 
The Labor Force Participation Rate 

(LFPR) 
Percent 

X1 Human Development Index (HDI) Percent 

X2 Total Population Soul 

X3 Regency/City Minimum Wage (MSW) Rupiah 

 

Table 2. Estimation using GMM Arellano-Bond 

Predictor Coeffisien Standard Error t P-value 

(1) (2) (3) (4) (5) 

𝐿𝐹𝑃𝑅𝑖,𝑡−1  -2.5812364 0.2171246 -2.5812364 0.0098447 

𝐻𝐷𝐼𝑖,𝑡  -0.579332 0.1859543 -3.1154056 0.0018369 

𝑇𝑃𝑖,𝑡  -0.0035809 0.0105847 -0.3383064 0.7351323 

𝑀𝑆𝑊𝑖.𝑡   -00360220 0.1954450 -0.1843077 0.8537720 

 

Based on the table, it can be seen that the HDI variable has a p-value <0.05, so the decision fails 

to reject H0 which shows that HDI is significant to LFPR. Total Population and Minimum Wage have 

a p-value > 0.05, so the decision fails to reject H0 indicating that these two variables are not significant 

to LFPR. More specifically, the p-value for each variable is as follows: 

1. Labor Force Participation Rate (LFPR) lag has a p-value of 0.0098447 which is less than the 

value of 0.05 so that it has a meaningful effect on LFPR in the current period. 

2. The Human Development Index (HDI) has a p-value of 0.0018369 which is less than 0.05, 

indicating that HDI has a meaningful effect on the LFPR. 

3. Total Population has a p-value of 0.7351323 which indicates that total population does not have 

a meaningful effect on labor force participation in the region.  

4. Minimum Wage has a p-value of 0.8537720 which exceeds 0.05, indicating that the minimum 

wage of each district/city in Kalimantan Barat Province does not have a meaningful effect on the 

LFPR. 

In this case, the model used cannot significantly explain the variation in LFPR based on the 

variables tested. 
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After completing the parameter significance test, the next phase is to examine the model criteria 

using the Arellano-Bond test. 

 

Table 3. Arellano-Bond Test 

 Statistical 

value 
P-value 

m(1) -2.442819 0.0146 

m(2) -0.697029 0.4858 

 

Reffering to the table, it can be seen that the statistical value of m(1) in the model is -2.442819 

with a p-value of 0.0146. Based on the p-value that does not exceed 0.05, the decision taken is to reject 

the H0 hypothesis. Then for the statistical value of m(2) in the model is -0.0697029 with a p-value of 

0.4858. Because the p-value exceeds 0.05, the conclusion is to fail to reject the H0 hypothesis. Based 

on this, it can be concluded that the Arellano bond test for the first lag shows that the model still does 

not fully capture the dynamics that occur in panel data and further improvements need to be made to 

the model to overcome these problems. Then for the second lag there is no significant autocorrelation 

in the model, this indicates that after the differencing process to overcome autocorrelation in the first 

lag, the model does not experience autocorrelation problems again in the second lag and parameter 

estimates can be considered more valid. 

The next test carried out is the sargan test, the test decision is to reject H0 if the p-value> 0.05. 

 

Table 4. Sargan Test 

Statistical value P-value 

12.10425 0.0597 

 

Based on table 4, the p-value is 0.0597, using α = 5%, it can be concluded that it fails to reject 

H0. This indicates that there is no relationship between the difference and over identifying restrictions, 

or it can be expressed that the instrument variables used do not exceed the number of parameters 

estimated. Thus, it can be concluded that there are no problems related to the validity of the instrument. 

 

Table 5. Wald Test 

Statistical Value P-value 

8.0855 0.00008332 

 

The results from Table 5 show that the Wald test value is 8.0855 with a p-value of 0.00008332. 

In this Wald test, the significance level is set at 5%. Based on the hypothesis, the final result is to reject 

H0, this implies that there is at least one statistically significant coefficient for the variable in the model. 

 

Table 6. Multicollinearity Test 

Variable 
VIF 

value 

HDI 1.12690 

Total Population 1.14396 

Minimum Wage 1.04700 
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Based on table 6, it is known that the overall VIF value of the variables is not more than 10, it 

means that there is no significant multicollinearity problem in the model. Or it can be said that the 

variables in the model do not experience high correlation with each other. 

 

CONCLUSIONS AND SUGGESTIONS 

 

Based on the circuits that have been run, the following equation model can be taken: 

 

𝐿𝐹𝑃𝑅𝑖,𝑡 = -2,5812364𝐿𝐹𝑃𝑅𝑖,𝑡−1 − 0,579332𝐻𝐷𝐼𝑖,𝑡 

 

From this, it can be concluded that the model applied in this study found one variable that affects LFPR.  

This can be seen from the projection results obtained using the GMM (Generalized 

Method Of Moment) Arellano-Bond method, namely: 

 

1. HDI variable has a negative and meaningful effect on LFPR 

An increase in HDI reflects an improvement in the quality of education, health, and purchasing 

power. With an improved quality of life, people tend to have more choices regarding work and life, 

possibly some choosing not to work such as taking care of the household. An increase in HDI is not 

always followed by growth in employment that matches the skills of the community. When available 

jobs are not commensurate with education and skill levels, many individuals are reluctant to enter the 

labor market. In addition, an increase in HDI is often accompanied by changes in the structure of the 

local economy. If the traditional labor-absorbing sectors are reduced (for example, agriculture), while 

the modern sector is still not developed enough to accommodate the labor force, then this may result in 

a decline in LFPR. 

 

2. Total Population variable has no meaningful effect on LFPR 

The insignificance of Total Population on LFPR in Kalimantan Barat is due to the fact that the 

region has a diverse proportion of working-age population. The total population does not always reflect 

the size of the working-age population that is the focus of the LFPR calculation. There are groups of 

non-working-age population (children and elderly) or working-age people who are not included in the 

labor force in Kalimantan Barat who choose not to work or are not looking for work. 

 

3. The Minimum Wage variable does not have a meaningful effect on LFPR 

In many cases, high wages may influence a company's decision to hire, but not directly encourage 

individuals to enter the labor market. The prevailing Minimum Wage is more relevant to formal 

workers, while Kalimantan Barat is still dominated by the informal sector, such as agriculture. In areas 

with a dominant informal sector, the Minimum Wage is irrelevant as most workers in the informal 

sector are not bound by wage requirements. 

 

Recommendations that can be given for policy making are the government must broaden access 

to education and skills training while improving their quality., so that people can better compete in the 

labor market and to increase LFPR, the government needs to encourage investment that can create more 

formal employment opportunities, especially in strategic sectors. In addition, it is necessary to 

strengthen policies that support the transition of labor from the informal economy to the formal 

economy. 
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